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Abstract

In contrast to the case of words� in context
free tree grammars projection rules cannot always be
eliminated completely� In this paper we partly overcome this de�ciency by approximating projection

freeness up to a given degree� It is shown that� for any given �nite set of positions� we can transform
a context
free tree grammar to an equivalent grammar where derivations using projections at these
positions are impossible� As an immediate consequence we get a new direct proof for the decidability
of the membership problem for context
free tree languages�

� Introduction

Numerous classes of tree languages have been studied extensively� the most prominent classes being the
counterparts to classes in the Chomsky�hierarchy of word languages� The tree language classes� however�
are often quite di�erent in nature compared to the corresponding classes of word languages� Whereas most
closure properties and most decidability results carry over from words to trees for the regular languages�
it is not even clear what context�sensitive grammars should look like in the tree case� In this paper we
study context�free tree languages that �nd their applications� for example� in linguistics in connection
with tree adjoining grammars ��	�

Context�free tree languages� also called algebraic� are those that are generated by a �nite set of
context�free rewrite rules� i�e�� rules of the form A�x�� � � � � xn� � t� where A is a non�terminal symbol�
x�� � � � � xn are pairwise di�erent variables� and t is a term built from terminal symbols� non�terminal
symbols and variables x�� � � � � xn� This includes both non�linear rules 
variables occur more than once
in t� and projection rules 
t is a variable�� also called collapsing rules� In general� projection rules are
unavoidable� This means that there is not always an equivalent grammar without projections 
��
	� see
also ��	�� Therefore size�decreasing derivation steps are necessary� and there is nothing like a Greibach
normal form for context�free tree grammars� As a consequence� deciding the membership problem for the
generated language is not trivial�

These unwelcome phenomena occur neither in context�free word languages nor� more generally� in lin�
ear context�free tree languages� i�e�� languages generated by a grammar without non�linear rules� In this
case an equivalent projection�free grammar can be constructed by adding new rules that simply do not
generate those symbols which would have been deleted by a projection later on in the original derivation�
This idea of �anticipating� projections� however� cannot be applied in presence of non�linear rules� Here
the construction can result in a grammar generating a proper subset of the language�

In this paper we show how to avoid projections at any given �nite set of positions� More precisely�
we prove that a context�free tree grammar can always be transformed to an equivalent grammar where
derivations using projections at positions up to a given depth are unnecessary and moreover� impossible�
The main idea is to introduce new arguments for non�terminals� This makes it possible to simulate a �nite
number of duplications without non�linear rules� and to treat these copies independently� Consequently�
applying projections to each copy can be simulated at earlier stages of the derivation�

Another important idea is to pack projection�free contexts in single non�terminals� This gives a
grammar where in each derivation non�projection rules are applied at the root position unless applying a
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rule which yields a term with terminal symbols at all positions in the corresponding context� Alternating
steps of multiplying arguments of non�terminals and of packing projection�free contexts in �macro non�
terminals� eventually yields a grammar where projection rules are impossible at all positions up to a
given depth�

The derivations of the resulting grammars have an interesting structure� They consist of two parts�
depending on the depth of positions� k say� where we want to avoid projections� As already mentioned
above� in the �rst part rules are only applied at the root and no projection rule is used� In the very last
derivation step at the root� terminal symbols are installed at every position up to depth k� Therefore� in
the second part of the derivation� rewriting takes place at positions below level k only 
using rules of the
original grammar� in fact�� So each derivation can be seen as a top�context�free� derivation with the new
grammar� followed by a context�free derivation below level k with the original grammar�

As an application of our construction� we get a new decidability proof for the membership problem
for context�free tree languages� It is based on the fact that the construction for level k yields a grammar
where all terms in the generated language are right hand sides of rules� provided that their depth does not
exceed k� Thus the membership problem is reduced to a simple reachability problem� Compared to the
other proofs we are aware of� our proof is direct� The traditional way is to show �rst the decidability of
the emptiness problem 
this follows from ��	 and ��	� which in its turn is reduced to the emptiness of the
corresponding 
string� yield language� Together with closure under intersection with regular languages

see ���� ��	�� this yields the decidability of the membership problem� In ��	 and ��	 proofs for more
general classes of languages can be found� In ��	 it is shown that the emptiness problem is complete for
exponential time�

In section � we recall some de�nitions concerning tree languages� After formally de�ning what avoiding
projections means in section �� we introduce in section � an important notion of k�level terminal grammar
and then explain in section � how� given a k�level terminal grammar� an equivalent k�level terminal
grammar can be constructed which avoids projections at level k � � too� In section � it is shown how
whole contexts can be packed in single non�terminals� Finally� section � is devoted to the main theorem�
stating that projections can always be avoided at all positions up to a given depth�

� Preliminaries

A signature � is a �nite set of function symbols of �xed arity� for n � �� �n denotes the set of symbols
in � of arity n� T��X� is the set of 
�nite� terms over � and a set of variables X� The set of ground
terms� i�e�� terms without variables� over � is denoted by T�� For t � T��X�� the set of positions in t is
de�ned in the usual way as sequences of natural numbers� j�j denotes the length of the position �� When
speaking about a position � in a term t� we also call j�j the depth of � in t� If t�� � � � � tn are incomparable
subterms of t� then t can be written as c�t�� � � � � tn� where c��� � � � ��� is a context� We call the symbol �
a hole� since it marks a leave where some other term is to be rooted� We treat contexts similar to terms�
A context is called ��context in case it contains only symbols from ��

If unambiguous� we sometimes use vector notation instead of �three dots notation�� For example� A��t�

abbreviates A�t�� � � � � tn� 
n and ti will be clear from the context�� and A� �X� stands for A�x�� � � � � xn��
For A � �n and L�� � � � � Ln � T��X�� de�ne A�L�� � � � � Ln� 	 fA�t�� � � � � tn� j t� � L�� � � � � tn � Lng� The
latter notation is naturally extended to the �vector case� where L�� � � � � Ln are sets of tuples� We also
allow to combine individual terms 
tuples� and sets of terms 
tuples� in the arguments� Finally� we use
the notation ��L� for the set fA�t�� � � � � tn� j A � �� t�� � � � � tn � Lg�

A context�free tree grammar G 	 �N�
� P� S� consists of disjoint signatures N �nonterminals� and 

�terminals�� a �nite rewrite system P over N �
� and a distinct constant symbol S � N� �initial symbol��
all rules in P are of the form

A�x�� � � � � xn� � t

where A � Nn� n � �� x�� � � � � xn are pairwise di�erent variables� and t � TN��fx�� � � � � xng�

�Top�context�free grammars are a special kind of context�free ones� where in each right hand side of a rule non�terminal
symbols occur� if at all� only at the root position� see ��� ���
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The language generated by a grammar G 	 �N�
� P� S� is

L�G� 	 ft � T� j S �
�

P tg�

where �� P denotes the re�exive�transitive closure of the rewrite relation �P generated by P � According
to the usual formal language terminology� the rewriting process is called derivation� A language L � T�
is called context�free if there is a context�free grammar generating L�

Throughout the paper we will assume the rules of context�free grammars to have one of the following
three forms�


i� A�x�� � � � � xn� � xi� 
projection rules�


ii� A�x�� � � � � xn� � t�xi�� � � � � xim�� 
�nal rules�
where t is a non�empty 
�context�


iii� A�x�� � � � � xn� � B�s�� � � � � sm��
where each si is either some variable xj � or a term Ci�x�� � � � � xki� for some ki�n�

Every context�free grammar can be e�ectively reduced to one with only rules 
i��
iii�� since this form of
rules subsumes the 
Chomsky� normal form of Maibaum ���	 
see also ��	�� Thus� this restriction on the
form of rules is without loss of generality� Note also that Arnold and Dauchet ��	 used a normal form
which is weaker than that of Maibaum but stronger than the one de�ned by rules 
i��
iii��

When speaking of derivations� we will often need to specify which rules at which positions are applied�
This will be done using lower and upper indices respectively� For example� ���� means a one�step

derivation using a rule of type 
�����
��� speci�es that this derivation has been done at the root position�

�n �
��� denotes n derivation steps ��

���� and �
� �
��� stands for the re�exive�transitive closure of �

�
����

� What �Avoiding Projections� Means

Without loss of generality we assume all derivations to be top�down�

De�nition � A grammar G is said to avoid projections at position � if all terms of L�G� can be derived
top�down without applying projection rules �i� at position �� G avoids projections up to level k � IN if
all terms of L�G� can be derived top�down without applying projection rules �i� at any position � with
j�j � k�

In addition to assuming all derivations to be top�down� we assume that positions are treated consec�
utively� This means that a derivation at a given position consists in applying rules 
i� and 
iii� unless
a rule of type 
ii� is applied� The rule of type 
ii� installs a terminal at this position which is then
retained �forever�� Avoiding projections at some position implies that only rules 
iii� can be applied at
this position before an application of a rule 
ii��

In ��	 Arnold and Dauchet proved an important lemma which shows that one can transform a context�
free grammar into an equivalent one which avoids projections at the root position 
level 
�� The transfor�
mation consists in taking the closure of the set of rules with respect to the following operation� for every
rule A�x�� � � � � xn� � B�s�� � � � � si� � � � � sm� of type 
iii�� and every projection rule B�x�� � � � � xm� � xi�
add the rule A�x�� � � � � xn�� si� We say that the extended grammar is closed under top projections� The
following lemma is a direct consequence of the construction�

Lemma � Let G be a grammar closed under top projections� Then for t�� t�� t� � TN��� if t� �
�
�iii�

t� �
�
�i� t�� then t� �

�
�i��iii� t��

Thus� the extended grammar permits to replace an application of a projection rule preceded by an
application of a rule 
iii� by a single derivation step� By induction� the construction above allows us
to apply projections only at the beginning of the derivation at a given position� that is before the �rst
application of a non�projection rule� As a particular case� the construction allows us to avoid applying
projections at the root position� since the �rst rule of this derivation applies to the initial symbol and
cannot be a projection rule�
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However� the construction above does not allow us to avoid projections completely at any inner
position� Note that by the above remark� only applications of projection rules at the beginning of the
derivation at each position are concerned� We cannot just apply projections �in advance� as in the Arnold
and Dauchet construction� since terms may result from duplication� In this case� applying projections
in advance would mean doing the same for another term� which can restrict the resulting language� In
contrast to the root case� in the case of internal positions the set of non�terminals should be changed�

� k�level Terminal Grammars

We introduce a special class of grammars� called k�level terminal grammars� which in a sense gener�
alizes grammars avoiding projections at the root position� These grammars play a central role in our
presentation�

De�nition � For k � IN � a grammar G is said to be a k�level terminal grammar if G satis�es the
following conditions�

�� G 	 �N � �N�
� P � �P � �S�� where N � �N 	 �� �S � �N �

	� every rule of P is of type �i�� �ii�� or �iii� and does not use non�terminals from �N �


� every rule of �P has one of the following two forms�

	
�A�x�� � � � � xn� � �B�s�� � � � � sm�� 
��

where �A� �B � �N � and for every i� � � i � m� either si 	 xj for some j� � � j � n� or si 	
Ci�x�� � � � � xki� for some Ci � N � ki � n�

	
�A�x�� � � � � xn� � t�xi�� � � � � xim�� 
��

where t is a 
�context and all variable occurrences of t have depth k � ��

A k�level terminal grammar trivially avoids projections at the root position since there are no pro�
jection rules for non�terminals of �N � and only these non�terminals can occur at the root position� On
the other hand� when leaving the root position in the derivation� the grammar generates at once a term
containing terminals up to level k� Thus� no application of projection rules is possible up to level k� To
put it more formally� all G�derivations of a term t � TN�� have the form

�S �� �
��� 
 �

�
��� s�

� �k
P t�

where ��k means that the derivation step is applied at a position deeper than k� Since s contains
only terminals up to level k� non�terminals in s occur only at depth greater than k� Therefore� the last
derivation step at the root position is followed by a derivation step at a position deeper than k� This
immediately implies that k�level terminal grammars allow no projections up to level k� Note also that all
non�terminals of s belong to N �

The particular structure of the derivations suggests another interesting observation� If we treat sym�
bols of N as terminals� the grammar � �N�
�N� �P � �S� becomes a top�context�free grammar ��� �	� Thus�
any G�derivation can be regarded as a top�context�free �P �derivation generating all terminal symbols up
to level k followed by a context�free P �derivation�

Let us �rst turn to 
�level terminal grammars� A grammar closed under top projections avoids
projections at the root but is not a 
�level terminal grammar since generally we cannot separate non�
terminals which appear only at the root 
 �N � and those which appear only at inner positions 
N �� However�
a grammar G 	 �N�
� P� S� closed under top projections can be easily extended to a 
�level terminal
grammar� This is achieved by de�ning �N 	 f �A jA � Ng� and de�ning �P as follows� For each rule
A�x�� � � � � xn� � t�xi�� � � � � xim� of P �

�P contains the rule �A�x�� � � � � xn� � t�xi� � � � � � xim�� and for each
rule A�x�� � � � � xn� � B�s�� � � � � sm� of P � �P contains the rule �A�x�� � � � � xn� � �B�s�� � � � � sm��
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� Avoiding Projections at the Next Level

In this section we show how to avoid projections at level k � � for a given k�level terminal grammar�
For the sake of clarity� we proceed in two steps� �rst we show how to avoid projections at one arbitrary
position at level k � � and then generalize the construction to all positions of level k � ��

��� Avoiding Projections at One Position of Level k � �

Consider a k�level terminal grammar G 	 �N � �N�
� P � �P� �S�� We de�ne another k�level terminal
grammar G� 	 �N � N ��
� P � P �� S�� by transforming grammar G as follows� For every non�terminal
�A � �N � introduce a non�terminal A� � N � which has twice the arity of �A� The initial symbol S� � G�

correponds to the initial symbol �S � �N � The set of production rules P � is constructed by transforming
the rules of type 
�� and 
�� of �P � We �rst show how the rules of type 
�� are transformed�

Rules of type ���� For every rule of type 
��

�A�x�� � � � � xn� � �B�s�� � � � � sm��

P � contains the following rules�

�� P � contains the rule

A��x�� � � � � xn� y�� � � � � yn�� B��s�� � � � � sm� s�� � � � � sm� 
��

Note that yi�s don�t occur in the right�hand side of 
���

�� for every i� �� i�m�

	 if si 	 xj� then P � contains the rule

A��x�� � � � � xn� y�� � � � � yn� � B��s�� � � � � si� � � � � sm� s�� � � � � yj� � � � � sm� 
��

	 if si 	 Ci�x�� � � � � xki�� then for every projection rule Ci�x�� � � � � xki� � xj in P � P � contains
the rule

A��x�� � � � � xn� y�� � � � � yn� � B��s�� � � � � si� � � � � sm� s�� � � � � yj� � � � � sm� 
��

Note the following properties of rules 
��� 
��� 
���

	 rules 
��� 
��� 
�� have the form 
iii��

	 variables y�� � � � � yn occur only at level ��

	 the tuple of �rst n arguments of the right�hand side is the same for all rules 
��� 
��� 
�� and does
not contain yj �s�

Before showing how to transform rules of type 
�� we state the following key lemma which illustrates
the intended meaning of rules 
��� 
��� 
���

Lemma � Assume that for some l � IN � �S �l
�
���

�A�t�� � � � � tn� and for some j� ��j�n� tj �
� �
�i�
btj� Then

S� �l
�

����	��
� A
��t�� � � � � tj� � � � � tn� t�� � � � � btj� � � � � tn� 
��

Proof� The proof goes by induction on l� Assuming that the lemma holds for some l� we prove that for
a derivation of length �l � ��

�S �l
�
���

�A�t�� � � � � tn� �
�
���

�B�p�� � � � � pi� � � � � pm�� 
��

if
pi �

� �
�i� bpi� 
��

�



then there exists a P ��derivation

S� ��l��
�
����	��
� B

��p�� � � � � pi� � � � � pm� p�� � � � � bpi� � � � � pm�� 
��

Consider the rule
�A�x�� � � � � xn� � �B�s�� � � � � si� � � � � sm� 
�
�

applied at the last step of 
��� We proceed by case analysis of si�
Case �� si 	 xj for some j� � � j � n and hence pi 	 tj � By induction hypothesis� there exists a

derivation
S� �l

�
����	��
� A

��t�� � � � � tj� � � � � tn� t�� � � � � bpi� � � � � tn�� 
���

Derivation 
�� is then obtained by applying the corresponding rule 
�� of P ��
Case 	� si 	 Ci�x�� � � � � xki� and hence pi 	 Ci�t�� � � � � tki�� First observe that the case pi 	 bpi 
that

is� zero projections is applied in 
��� does not represent a di�culty� since derivation 
�� is constructed
easily by using only rules 
��� Rewrite 
�� as

pi 	 Ci�t�� � � � � tki� �
�
�i� tj �

� �
�i� bpi� 
���

where the �rst step is done by the projection rule Ci�x�� � � � � xki� � xj of P � By induction hypothesis�
there exists a derivation

S� �l
�
����	��
� A

��t�� � � � � tj� � � � � tn� t�� � � � � bpi� � � � � tn�� 
���

and derivation 
�� is obtained by applying the corresponding rule 
�� of P �� �

To complete the construction of P �� we show now how rules of type 
�� are transformed�

Final rules� For every rule of type 
��

�A�x�� � � � � xn� � t�xi�� � � � � xim ��

and for every j� ��j�m� P � contains the rule

A��x�� � � � � xn� y�� � � � � yn� � t�xi�� � � � � yij � � � � � xim � 
���

Note that variable xij may occur several times in the right�hand side of 
��� However� only one occurrence
of it is replaced by yij in 
����

Trivially� G� is a k�level terminal grammar� It is easy to see that any �P �derivation at the root

�S �l
�
���

�A�s�� � � � � sn��
�
��� t�si� � � � � � sim ��

for si� � � � � � sim � TN��� can be one�to�one simulated by the following P ��derivation using corresponding
rules 
��

S� �l
�
��� A

��s�� � � � � sn� s�� � � � � sn� �
�
��	� t�si� � � � � � sim ��

On the other hand� from the construction of P � it follows that a P ��derivation can be simulated by a

possibly not top�down� � �P � P ��derivation� We then conclude that L�G�� 	 L�G��

Finally� lemma � together with rules 
��� implies that G� avoids projections at any given position of
level k � �� Clearly� G� avoids projection up to level k by de�nition of a k�level terminal grammar� We
summarize the construction as follows�

Theorem � Given a k�level terminal grammar G� there e�ectively exists an equivalent k�level terminal
grammar G� such that G� avoids projections at any given position up to level k � ��

Note that theorem � does not imply that G� avoids projections at all positions of level k � �� Con�
structing such a grammar is the next step of our development�
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��� Avoiding Projections at All Positions of Level k � �

The guiding observation here is that to avoid projections at one position� one additional block of arguments
is introduced for each new non�terminal� This block is used to prepare a copy of the arguments except
that some number of projections have been applied to one of them 
see lemma ��� To avoid projection
at the whole level k � �� we need as many additional blocks as copies that we must have�

Let G 	 �N � �N�
� P � �P � S� be a k�level terminal grammar� Assume that M is the maximal number
of variable occurrences in the right�hand sides of rules 
�� of �P � We now de�ne a k�level terminal grammar
G�� 	 �N �N ���
� P�P ��� S��� as the following generalization of G�� Non�terminals of N �� are in one�to�one
correspondence with the non�terminals of �N but have M additional blocks of arguments with respect to
their counterparts� Here� the non�terminal of N �� corresponding to �A � �N will be denoted by A���

Similar to G�� rules of P �� are constructed by transforming the rules of type 
�� and 
�� of �P �

Rules of type ���� To de�ne the rules of P �� corresponding to rules 
��� let us group together all the rules

��� 
��� 
�� corresponding to a rule 
�� and write them in the following vector notation�

A�� �X� �Y � � B���s� �S�� 
���

where �X 	� x�� � � � � xn �� �Y 	� y�� � � � � yn �� �s 	� s�� � � � � sm �� and �S is the set of tuples correspond�
ing to the second blocks of arguments in right�hand sides of the rules 
��� 
��� 
��� Note that �s contains

only variables of �X while �S contains variables from both �X and �Y �
Now introduce M tuples of distinct variables �Y�� � � � � �YM � where �Yi 	� y�i � � � � � y

n
i �� �� i�M � Using

�Yi�s� the rules of P �� corresponding to the rules 
�� of �P are de�ned as the following set of rules�

A��� �X� �Y�� � � � � �YM �� B����s� �S��Y �� �Y��� � � � � �S��Y �� �YM �� 
���

where �S��Y �� �Yi� means renaming variables Y 	� y�� � � � � yn � by variables Yi 	� y�i � � � � � y
n
i � respec�

tively in every tuple of �S�
Lemma � is now generalized as follows�

Lemma � Assume that for some l � IN � S �l
�
��� A�t�� � � � � tn�� Take some �not necessarily distinct�

indices i�� � � � � iM � �� � n�� and assume that for every j� ��j�M � tij �
� �
�i�
ctij � Then

�S �l
�
����

�A�t�� � � � � tn� t�� � � � �cti�� � � � � tn� � � � � t�� � � � � ctiM � � � � � tn� 
���

Proof� Apply lemma � to each of the indices i�� � � � � iM and construct M corresponding derivations

��� Note that all of these derivations have the same length� Clearly� rules 
��� allow us to simulate M
independent derivations 
�� by a single derivation 
���� �

Final rules� To complete the construction of G��� we introduce the rules of P �� corresponding to the rules

�� of �P � For every rule 
��

�A�x�� � � � � xn� � t�xi�� � � � � xim �� 
���

P �� contains the rule

A���x�� � � � � xn� y
�
�� � � � � y

n
� � � � � � y

�
M � � � � � ynM � � t�yi�� � � � � � y

im
M � 
���

Again� by combining lemma � with the de�nition of rules 
��� we get the desired generalization of
theorem ��

Theorem 	 Given a k�level terminal grammar G� there e�ectively exists an equivalent k�level terminal
grammar G�� such that G�� avoids projections up to level k � ��

�



	 Encoding Contexts as Non�terminals

As a next step� we will show how a �k � ���level terminal grammar is constructed from a given k�level
terminal grammar that avoids projections at one additional level� namely at level k � ��

Theorem 
 Given a k�level terminal grammar Gk that avoids projections up to level k � �� there e�ec�
tively exists an equivalent �k � ���level terminal grammar Gk���

Hence� Gk�� avoids projections up to level k � ��

In order to construct this �k � ���level terminal grammar we treat whole contexts as single non�
terminals� To represent a term t as a composition of such a non�terminal corresponding to a context of
depth k� and a number of arguments� we introduce the notation ��t��k� For de�ning ��t��k and the inverse
�unpack� operation we introduce some notation�

For a signature � and a set of terms or a set of contexts T � the set �k�T � is de�ned by ���T � 	 T

and �k���T � 	 ���k�T ��� For example� 
k�f�g� denotes the set of 
�contexts of depth k where every
hole � occurs at depth k�

Consider the �nite set of contexts �k�f�g�� The idea is to treat every context c � �k�f�g� as a new
symbol of the arity equal to the number of hole occurrences in c� Formally� for a term t � T��X� without
variables at positions of length smaller or equal to k� the term ��t��k � �k�f�g��T��X�� is de�ned as

��t��k 	 c�t�� � � � � tn� i� t 	 c�t�� � � � � tn�

for c � �k�f�g� and t�� � � � � tn � T��X�� Note that for given t and k� both c and t�� � � � � tn 
and thus ��t��k�
are uniquely determined� For example� ��f�a� g�b����� 	 ��f������a� g�b����� 	 f������a� g�b���

The inverse operation is de�ned for any c � �k�f�g� and t�� � � � � tn � T��X� by

��c�t�� � � � � tn���
�� 	 c�t�� � � � � tn��

Note that ����t��k���� 	 t holds� E�g�� ����f�a� g�b��������� 	 ��f������a� g�b������ 	 f������a� g�b�� 	 f�a� g�b�� 	
f�a� g�����b� 	 ��f�a� g�����b����� 	 ����f�a� g�b����������

Using this notation� we now explain how the proof of theorem � works� Consider a k�level terminal
grammarGk 	 �N� �N�
� P� �P� �S� which avoids projections up to level k��� We introduce non�terminals
N� 	 �N �N �f�g�� and N� 	 
k��N � 
��f�g��� note that 
k���f�g� � N�� Replacing �N by the new
non�terminals 
N 	 N��N� and �P by new rules 
P � we obtain the grammar Gk�� 	 �N � 
N�
� P � 
P� S��
The set 
P contains all rules according to the following schemes� where c�� c

�

� � N� and c�� c
�

� � N��

	
c��x�� � � � � xn�� c���t�� � � � � tm� 
�
�

if ��c��x�� � � � � xn����� ��

P ��c���t�� � � � � tm���

�� by a rule of type 
���

	
c��x�� � � � � xn�� c���t�� � � � � tm� 
���

if ��c��x�� � � � � xn���
�� ��


P
��c���t�� � � � � tm���

�� by a rule of type 
���

	
c��x�� � � � � xn�� c���t�� � � � � tm� 
���

if ��c��x�� � � � � xn����� �P ��c���t�� � � � � tm���
�� by a non�projection step 
rule of type 
ii� or 
iii�� at a

position of depth k � ��

	
c��x�� � � � � xn� � ��c��x�� � � � � xn���

�� 
���

if c� � 
k���f�g��

�



It can easily be seen that the new rules of type 
�
�� 
���� and 
��� are of the form 
��� and that
the new rules 
��� are of the form 
�� with all variable occurrences at level k � �� Therefore� Gk�� is a
�k����level terminal grammar� The derivations in Gk and Gk�� correspond to each other in the following
way�

�S �� �
��� t� ��

��� t� �� �k��
P t� �� �k��

P t	

�� �S��� �� �
���� ��t���� ��

���� ��t���k�� �� �
���� ��t���k�� �

�
���� t� �� �k��

P t	

This correspondence especially implies that L�Gk� 	 L�Gk��� and thus proofs theorem �� For showing
that derivations in Gk and in Gk�� can be mutually simulated in this way� it is important that there are
no projections at level k � � in Gk�


 Main Result

Putting together the results of previous sections� we obtain the following main result�

Theorem � For every context�free grammar G and every k � IN � there e�ectively exists an equivalent
k�level terminal grammar Gk�

Proof� By induction on k� G� is obtained as described in section �� Assume that Gk is a k�level
terminal grammar equivalent to G� By theorem �� an equivalent k�level terminal grammar G�

k can be
constructed which avoids projections up to level k � �� Then by theorem �� an equivalent �k � ���level
terminal grammar Gk�� can be e�ectively constructed� �

As a corollary of theorem �� we obtain a new direct proof of the decidability of membership problem
for context�free tree languages�

Corollary �� It is decidable if for a context�free tree grammar G 	 �N�
� P� S� and a term t � T��
t � L�G��
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